
ENGINEERING TRANSACTIONS • Engng. Trans. • 66, 2, 187–207, 2018
Polish Academy of Sciences • Institute of Fundamental Technological Research (IPPT PAN)

National Engineering School of Metz (ENIM) • Poznan University of Technology

Research Paper

Development of a Hybrid Meta-Model for Material Selection
Using Design of Experiments and EDAS Method

Prasenjit CHATTERJEE1), Arnab BANERJEE1), Supraksh MONDAL2),
Soumava BORAL3), Shankar CHAKRABORTY4)

1) Department of Mechanical Engineering
MCKV Institute of Engineering

Howrah- 711204, India
e-mail: prasenjit2007@gmail.com

2) Department of Mechanical Engineering
Mallabhum Institute of Technology

Bankura- 722122, India

3) Subir Chodhury School of Quality and Reliability
Indian Institute of Technology

Kharagpur- 721302, India

4) Department of Production Engineering
Jadavpur University

Kolkata- 700032, India

Selection of materials for a specific application is one of the extremely demanding prob-
lems in a synchronised manufacturing environment as it directly determines perceptible quality
and cost of the product. Material selection is a complex process, intending to choose the best
material while satisfying a pre-decided set of requirements. Material selection decision is made
during preliminary product design stage. An improperly chosen material leads not only to an
early component failure but also to a redundant cost involvement. There are numerous mate-
rials and various criteria influencing the material selection process for a particular application.
Although a good amount of multi-criteria decision-making (MCDM) methods are available to
deal with this type of selection applications, this paper aims to propose a hybrid method of de-
sign of experiments (DOE) and evaluation based on distance from average solution (EDAS) to
solve material selection problems in current industrial applications. DOE and EDAS are used
jointly to determine the critical material selection criteria and their interactions by fitting a
polynomial to the experimental data in a multiple linear regression analysis. A gear material
selection problem is demonstrated to establish the application competence of the DOE-EDAS
method. Application results were validated with the results of the previous researchers and they
indicate that the proposed DOE-EDAS hybrid model is straightforward, robust and practical
in solving complex MCDM problems.

Key words: multi-criteria decision-making; design of experiments; EDAS; hybrid meta-model;
materials selection.
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1. Introduction

Material selection has immense importance and crucial role in the manu-
facturing industry for product design and development. Moreover, the rapid
progress of manufacturing technology in the last few decades has compelled
the design engineers to select the best material among several alternatives.
Proper selection of materials for a particular engineering application has sev-
eral benefits, such as improved reliability and quality, reduced cost, enhanced
product life, etc., whereas, improper material selection directs to poor perfor-
mance and untimed product failure. Moreover, it also leads to enhanced pro-
duction and operating cost from manufacturer and user perspective. The deci-
sion makers have to take a large number of factors, like mechanical, electrical,
physical and economic considerations into account, which will affect the qual-
ity and application of a product in a particular domain. Furthermore, there
is a large variety of manufacturing processes and machine operations avail-
able coupled with complex interrelationships among selection criteria which
make the material selection process very complicated and time-consuming. The
foremost prerequisite may be the material strength for designing and manu-
facturing a specific mechanical element, but based on the working conditions
and functional need, several other attributes may have to be considered con-
currently. The selection of the most suitable material involves the study of
a large number thermal, electrical, mechanical, and physical properties with
cost consideration, production process, market value, availability of resources
and product performance [1]. For mechanical design, the mechanical properties
of the materials are given the top priorities. However, due to the availability
of over 40 000 metal alloys and almost the same number of non-metals, ce-
ramics, polymers and composites, each having its characteristics, applications,
advantages and limitations, it becomes difficult for designers to be able to make
optimum decisions on selecting the best material for a specific application to
meet in the best way the necessary criteria. So, before selecting the best mate-
rial for a given application, a designer has to consider several alternatives with
various conflicting criteria, which eventually leads to a multi-criteria decision-
making problem (MCDM). Most of the MCDM methods have the potential to
rank the alternatives from best to worst by considering several weighting cri-
teria.

The remaining sections of the paper are organised as follows: Sec. 2 presents
the literature review on materials selection, Sec. 3 describes the proposed hy-
brid DOE-EDAS model in detail; Sec. 4 demonstrates the applicability of the
hybrid DOE-EDAS method in solving two material selection problems. Finally,
Sec. 5 concludes the paper.
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2. Literature review on materials selection

To evaluate the suitability of different materials for various engineering ap-
plications, several studies were carried out by the precedent researchers. MCDM
techniques have proven its great potentiality in the field of material selection.
In this section, the most relevant and recent past research works related to
material selection problems are presented. Jahan et al. [2] proposed linear as-
signment method in order to help design engineers to choose the optimal ma-
terial based on ordinal data for a given component and validated it with three
real-life examples. Chatterjee et al. [3] explored the applicability and poten-
tiality of the complex proportional assessment (COPRAS) and evaluation of
mixed data (EVAMIX) methods for selecting the most appropriate material for
a cryogenic storage tank used for transportation of liquid nitrogen and a product
that operates in high-temperature oxygen-rich environment. Athawale et al.
[4] elucidated the applicability of the utility additive (UTA) method for material
selection problem. Huang et al. [5] explored the applicability of a technique for
order preference by the similarity to ideal solution (TOPSIS) method for the
environmentally conscious material selection problem. Chauhan and Vaish [6]
proposed the potentiality of Vlse Kriterijumska Optimizacija I Kompromisno
Resenje (VIKOR) and TOPSIS method for hard and soft magnetic material se-
lection. The relative weights for different attributes were calculated using Shan-
non’s entropy method, whereas hierarchical clustering was used to classify mag-
netic materials, and Pearson correlation coefficients were calculated between
the attributes under study. Girubha and Vinod [7] proposed the applicabil-
ity of the fuzzy-based VIKOR method for material selection of an automotive
component. Chatterjee and Chakraborty [8] elucidated the applicability of
four preference ranking-based MCDM methods including the extended prefer-
ence ranking organisation method for enrichment evaluations (EXPROM2), gray
system theory-based COPRAS (COPRAS-G), organisation, rangement Et syn-
these de donnes relationnelles (ORESTE), and operational competitiveness rat-
ing analysis (OCRA) for solving a gear material selection problems. Maity et al.
[9] proposed a method for cutting tool material selection using the COPRAS-
G method. Karande and Chakraborty [10] applied a multi-objective op-
timisation on the basis of the ratio analysis (MOORA) method for material
selection problems, depicting some real-world problems. Liu et al. [11] pro-
posed the induced ordered weighted averaging VIKOR (IOWA-VIKOR) op-
erator for solving material selection problems. Çalişkan et al. [12] proposed
a decision model including extended EXPROM2, TOPSIS, and VIKOR for the
selection of the best material for the tool holder used in hard milling. Prasad
and Chakraborty [13] developed a QFD-based software module to automate
the material selection problem along with four real-world examples. Ilangku-
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maran et al. [14] proposed the fuzzy analytic hierarchy process (FAHP) method
along with PROMETHEE for selecting the appropriate material for manufac-
turing of automobile bumpers. Cavallini et al. [15] proposed a quality function
deployment (QFD)-based VIKOR algorithm to deal with the material selection
problems. Maity and Chakraborty [16] applied the fuzzy TOPSIS method
for grinding wheel abrasive material selection. Chatterjee and Chakraborty
[17] applied COPRAS and additive ration assessment (ARAS) – based methods
for solving gear material selection problem in a given manufacturing environ-
ment. Karande et al. [18] proposed a methodology combining utility concept
and desirability function approach for solving several material selection prob-
lems. Anojkumar et al. [19] described the applicability of four MCDM methods:
FAHP-TOPSIS, FAHP-VIKOR, FAHP-ELECTRE, and FAHP-PROMTHEE,
for solving pipe material selection problems in sugar industries. In addition, the
effectiveness and flexibility of the VIKOR method were depicted by solving
the material selection problem. Darji and Rao [20] investigated the applicabil-
ity of four MCDM methods: extended TODIM (an acronym in Portuguese for
interactive and multicriteria decision making), ARAS, OCRA and EVAMIX,
for pipe material selection in sugar industries. Yazdani and Payam [21] applied
the Ashby approach as a multi- objective decision making (MODM) technique as
well as the TOPSIS and VIKOR method as a multiple attribute decision making
(MADM) technique to select the most appropriate material for micro-electro-
mechanical systems (MEMS) devices. Anojkumar et al. [22] applied FAHP in-
tegrated with the TOPIS and VIKOR techniques for material selection in sugar
industries. Xue et al. [23] proposed a method based on the interval-valued intu-
itionistic fuzzy sets (IVIFSs) and multi-attributive border approximation area
comparison method (MABAC) to deal with material selection problems with
incomplete weight information. Chandrasekar and Raja [24] applied a fuzzy
TOPSIS methodology to select the material for automobile torsion bar selec-
tion. Zhao et al. [25] proposed a methodology, combining grey relational ana-
lysis (GRA) and AHP to rank the alternative materials for sustainable design.
Singh et al. [26] proposed a methodology, combined with VIKOR and AHP,
for selecting best brake friction material. Nasab and Anvari [27] presented the
applicability of TOPSIS, COPRAS and GRA to cope with the material selection
problems.

From the above survey of referential literature, it can be observed that in
most of the material selection papers, the researchers have mainly focused on
the application of various MCDM techniques such as AHP, TOPSIS, QFD,
VIKOR, ELECTRE and subsequent determination of the performance scores to
evaluate and rank the candidate materials for different applications. However,
these models have principally overruled the possibility of any interaction between
the material properties, which may also exist. Additionally, in the case of many
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criteria and alternatives, this possibility may turn for the decision makers into
difficulty in obtaining a clear view of the problem and evaluating the results
due to the involvement of different preferential parameters such as preference
functions, veto threshold, pair-wise comparison, which may be very difficult to
define in real-time scenarios [28].

In this paper, a modest effort has thus been used to diminish this research
gap while exploring the suitability of the hybrid DOE and EDAS method-based
approach for identifying the best material under different engineering appli-
cations. A full factorial experimental design plan is first formulated with five
replications and two levels for each material selection properties. Subsequently,
a regression meta-model interrelating those material selection properties and
EDAS score is developed showing the main effects, and the possible two-way
and three-way interactions between those properties. The performance of this
meta-model is observed to be quite promising in determining the performance
scores of the materials.

3. Methods

3.1. DOE methodology

DOE is a systematic statistical method to determine the relationship between
factors affecting a process and the output of that process. It is widely used for
designing and analysing multi-variable experiments [29]. It enables designers to
determine simultaneously the individual and interactive effects of several factors
that could affect the output results in any process. A strategically planned and
executed experiment may provide a great deal of information about the effect
on a response variable due to one or more factors. Its main role in design is to
identify the significant factors (independent variables) influencing the response
(dependant variable) and the degree of this influence. The orthogonal experimen-
tal design along with the deployment of the orthogonal array and factor design
is the primary step of DOE. A full factorial experiment requires measurements
at each of all the possible level combinations of the input variables. Sometimes,
the number of input variables and their levels become too large, making the
application of full factorial experiments practically impossible. On these occa-
sions, a suitable subset of the factor level combinations needs to be selected,
resulting in fractional factorial experiment design. The orthogonal experiment
design explores properties of the fractional factorial experiment to determine
the best factor level combinations [30–32].

In this paper, two-level full factorial experiment plans are used to measure
how the five considered material selection properties (input variables) affect the
EDAS score (response/output variable). The corresponding mathematical meta-
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model presenting the relationship between n number of input variables and the
measurable EDAS score can be given as follows:

(3.1) Y = β0 + β1xi1 + β2xi2 + β3xi3 + ...+ βnxin + ε,

where Y is the response variable (EDAS score), β0 is the Y -intercept coefficient,
β1, ..., βn are the effect coefficients, x1, ..., xn are the input variables, and ε is
the error term.

The main impact of each input variable is assumed to be independent of the
remaining variables. The interaction effects are also available to determine the
presence of interactions between the considered input variables. The following
matrix formulation is of great help in representing the above-mentioned linear
regression model more practically, and enables calculations of the intercept, main
effect and interaction effect coefficients, and error term

(3.2) Y =


Y1

Y2

...

Yn

, X =


1 x11 x12 ... x1n

1 x21 x22 ... x2n

...
...

...
...

...

1 xi1 xi2 ... xin

, β =



β0

β1

β2

...

βn


, ε =


ε1

ε2

...

εn

.

Employing the least square method, the regression coefficient β is expressed
as β = (X′X)−1X′Y, where X′ is the transposed matrix of X and (X′X)−1 is
the inverse of X′X. The error ε between the experiment and estimated model
is given as ε = Y− Ŷ, where the estimated response is Ŷ = βX.

3.2. Evaluation based on distance from average solution (EDAS) method

This section presents a newly developed method called EDAS to deal with
MCDM problems [33]. This newly developed method uses average solution for
appraising the alternatives. Positive distance average (PDA) and negative dis-
tance average (NDA) are considered as two measures for the appraisal of alterna-
tives. These measures can demonstrate the difference between each alternative
and the average solution. Moreover, measures are calculated according to the
type of criteria (beneficial or non-beneficial). The best solution in the EDAS
method is calculated based on the distance from the average solution (AV).
Higher values of PDA and/or lower values of NDA indicate that the alternative
is better than the average solution. Moreover, the necessity for calculating the
ideal and nadir solution is eliminated in the proposed methodology, as required
in other MCDM techniques, such as VIKOR and TOPSIS.
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The main steps of the EDAS method are presented as follows [33, 34]:

Step 1. Select the most important criteria that describe alternatives.

Step 2. Construct the decision-making matrix X, shown as follows:

(3.3) X = [xij ]n×m =


x11 x12 · · · x1m
x21 x22 · · · x2m

...
...

...
...

xn1 xn2 · · · xnm

,
where xij (xij ≥ 0) denotes the performance value of i-th alternative
on j-th criterion (i ∈ {1, 2, ..., n} and j ∈ {1, 2, ...,m}).

Step 3. Determine the average solution according to all criteria, shown as fol-
lows:

(3.4) AV = [AVj ]1×m ,

where

(3.5) AVj =

n∑
i=1

Xij

n
.

Step 4: Calculate the positive distance from average (PDA) and the negative
distance from average (NDA) matrixes according to the type of criteria
(benefit and cost), shown as follows:

PDA = [PDAij ]n×m ,(3.6)

NDA = [NDAij ]n×m ,(3.7)

If j-th criterion is beneficial

PDAij =
max (0, (Xij −AVj))

AVj
,(3.8)

NDAij =
max (0, (AVj −Xij))

AVj
.(3.9)

And if j-th criterion is non-beneficial

PDAij =
max (0, (AVj −Xij))

AVj
,(3.10)

NDAij =
max (0, (Xij −AVj))

AVj
,(3.11)
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where PDAij and NDAij denote the positive and negative distance of
i-th alternative from average solution in terms of j-th criterion, re-
spectively. The graphical representation of PDA and NDA values in
a sample condition with four alternatives and two beneficial criteria is
shown in Fig. 1 [33].

Fig. 1. Graphical representation of PDA and NDA values in a simple situation [33].

Step 5. Determine the weighted sum of PDA and NDA for all alternatives,
shown as follows:

SPi =

m∑
j=1

wjPDAij ,(3.12)

SNi =

m∑
j=1

wjNDAij ,(3.13)

where wj is the weight of j-th criterion.

Step 6. Normalise the values of SP and SN for all alternatives, shown as follows:

NSPi =
SPi

maxi (SPi)
,(3.14)

NSNi = 1− SNi

maxi(SNi)
.(3.15)

Step 7. Calculate the appraisal score (AS) for all the alternatives, shown as
follows:

(3.16) ASi =
1

2
(NSPi + NSNi) ,

where 0 ≤ ASi ≤ 1.
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Step 8. Rank the alternatives according to the descending values of AS. The al-
ternative with the highest AS value is the best choice among the
candidate alternatives.

3.3. Hybrid DOE-EDAS model

In this section, a new hybrid MCDM model, i.e., the DOE-EDAS model is
proposed. DOE and EDAS methods are used jointly to identify critical crite-
ria and their interactions by fitting a polynomial to the experimental data in
a multiple linear regression analysis. The hybrid DOE-EDAS method comprises
of four steps, as depicted in Fig. 2.

Fig. 2. Four steps of the hybrid DOE-EDAS model.
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4. Illustrative examples

Two illustrative examples are presented to demonstrate the computational
accuracy, application approach and convenience of the hybrid DOE-EDAS model
and validation of its result in solving material selection problems.

4.1. Example 1: gear material selection problem

This example of gear material selection for high speed and high stress ap-
plications is taken from Milani et al. [35], where nine alternative materials,
i.e., cast iron, ductile iron, SG iron, cast alloy steel, through hardened alloy
steel, surface hardened alloy steel, carburized steel, nitride steel and through
hardened carbon steel were considered. The performance of those nine mate-
rial alternatives was measured with respect to five selection criteria, i.e., core
hardness (CH) (in Bhn), surface hardness (SH) (in Bhn), surface fatigue limit
(SFL) (in N/mm2), bending fatigue limit (BFL) (in N/mm), and ultimate tensile
strength (UTS) (in N/mm2). Among those five criteria, SH, SFL, BFL, and UTS
are beneficial where higher values are preferred, and on the other hand, the lower
value of CH is usually desired as it is a non-beneficial criterion. Milani et al. [35]
dealt with a gear material selection method employing the TOPSIS method and
observed the ranking of the material alternatives as 9–8–6–5–4–3–1–2–7. Hence,
based on their findings, carburized steel was the best choice followed by nitride
steel. Cast iron was the least preferred material for gear manufacturing. Using
the EXPROM2 method, Chatterjee and Chakraborty [8] also obtained the
same rankings for the most preferred and the least preferred alternative materi-
als. Table 1 shows the decision matrix for this gear material selection problem.

Table 1. Decision matrix for the gear material selection problem [35].

Material CH SH SFL BFL UTS

Cast iron (A1) 200 200 330 100 380

Ductile iron (A2) 220 220 460 360 880

SG iron (A3) 240 240 550 340 845

Cast alloy steel (A4) 270 270 630 435 590

Through hardened alloy steel (A5) 270 270 670 540 1190

Surface hardened alloy steel (A6) 240 585 1160 680 1580

Carburized steel (A7) 315 700 1500 920 2300

Nitride steel (A8) 315 750 1250 760 1250

Now to illustrate and validate the proposed procedure of gear material se-
lection through the DOE-EDAS application, various steps of the methodology,
as given in Sec. 3, are carried out as described below.
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Step 1. Determination of the criteria levels.

Based on the data in Table 1, criteria levels were determined, among which
CH with minimum level of 185 and maximum level of 315, SH with minimum
level of 185 and maximum of 750, SFL with minimum level of 330 and maximum
level of 1500, BFL with minimum level of 100 and maximum level of 920, and
UTS with minimum level of 380 and maximum level of 2300 are considered
as the two factor levels for the subsequent development of the mathematical
meta-model for this material selection process.

Step 2. Development of the experiment design plan.

For the development of the mathematical meta-model, five material selection
properties, i.e., CH, SH, SFL, BFL, and UTS are treated as the input variables,
and the calculated EDAS score is regarded as the output variable. To represent
the two-level combinations for these five input variables, a 25 full factorial de-
sign plan requiring a total of 160 experiments is to be employed which requires
160 combinations, where only the minimum and maximum values of each in-
put variable are used in the experiment plan for data collection in the form of
EDAS scores. Each combination is run for five times in the EDAS model and,
at each run, there is an independent random criteria weight set to ensure the in-
dependence of each combination. It signifies that for each combination of factor
levels, five EDAS scores are derived as five replications, each replication con-
sidering a separate criteria weight set [30]. These criteria weight sets are based
on the adopted 10-point scale. The five criteria weight sets, as required for the
replications of the EDAS scores, are exhibited in Table 2.

Table 2. Five weight sets for the replication of EDAS score.

Criteria Weight
set 1

Weight
set 2

Weight
set 3

Weight
set 4

Weight
set 5

CH 7 4 2 9 5

SH 3 2 5 2 9

SFL 9 7 3 6 2

BFL 2 9 7 4 6

UTS 5 3 9 7 3

The full factorial experimental design plan based on two levels for each of the
five factors and the calculated EDAS scores for the five replications are provided
in Table 3. The assignment of different sets of criteria weights results in different
EDAS scores.
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Table 3. Results of the 25 full factorial design.

Design
of experiment

points
CH SH SFL BFL UTS

Replication

1 2 3 4 5

EDAS scores

1 315 750 330 920 380 0.4751 0.7282 0.6212 0.6548 0.6607

2 185 750 1500 920 380 0.4169 0.3547 0.1630 0.2961 0.3463

3 185 185 1500 100 2300 0.8942 0.8753 0.8900 0.8740 0.8374

4 315 750 1500 100 2300 0.3910 0.2102 0.2368 0.5397 0.2892

5 185 185 1500 100 380 0.3113 0.0971 0.4590 0.1804 0.4162

6 315 750 330 100 380 0.0537 0.4683 0.4309 0.0000 0.2988

7 315 750 330 920 380 0.1061 0.2219 0.1893 0.2705 0.1402

8 185 185 1500 100 2300 0.4414 0.0971 0.3723 0.0372 0.0656

9 315 750 330 920 2300 0.2359 0.4680 0.0282 0.3966 0.3641

10 315 750 1500 100 2300 0.3911 0.3436 0.1860 0.3073 0.1880

11 315 750 330 100 380 0.0536 0.1133 0.2454 0.5398 0.4159

12 315 185 330 920 380 0.0527 0.3840 0.3245 0.3347 0.2935

13 185 185 1500 100 380 0.3113 0.4345 0.4586 0.0892 0.5270

14 185 185 330 920 380 0.1562 0.5313 0.2967 −0.0001 0.1225

15 315 185 1500 920 380 0.2602 0.1878 0.1354 0.0003 0.0483

16 185 185 330 100 380 0.1035 0.2303 0.0515 0.2437 0.3683

17 315 185 1500 100 380 0.2078 0.3843 0.1382 −0.0001 0.5007

18 185 750 1500 920 380 0.4170 0.2105 0.3488 0.2434 0.2892

19 315 750 1500 920 2300 0.4437 0.3209 0.1378 0.3482 0.2282

20 185 185 330 920 380 0.1559 0.3842 0.2133 0.0891 0.2938

21 185 750 330 920 380 0.2095 0.2934 0.3470 0.2703 0.4123

22 315 185 1500 100 380 0.2080 0.3011 0.3245 0.1804 0.1135

23 185 185 330 920 2300 0.2862 0.2219 0.4822 0.1261 0.0482

24 315 750 1500 100 2300 0.3911 0.2595 0.3471 0.2324 0.1228

25 185 185 330 920 2300 0.2860 0.0341 0.0281 0.3868 0.2939

26 185 185 330 100 2300 0.2335 0.4180 0.3723 0.4508 0.2892

27 185 750 330 920 2300 0.3394 0.3350 0.1870 0.3484 0.5267

28 185 750 330 100 2300 0.2871 0.3211 0.1869 0.1261 0.0000

29 315 185 330 100 2300 0.1301 0.2379 0.1865 0.1162 0.2722

30 315 750 330 100 2300 0.1834 0.0634 0.4001 0.3871 0.2722

31 185 750 1500 920 2300 0.5471 0.4180 0.5099 0.0370 0.4166

32 185 750 1500 920 380 0.4171 0.4682 0.1353 0.2806 0.5266
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Step 3. Determination of the regression meta-model.
The polynomial regression meta-model considering six input variables is pro-

vided in Eq. (4.1). In this equation, in addition to main effects of the six factors,
interactions (two and three ways) between the factors are also included

(4.1) Y = β0 +
6∑
i=1

βixi +
∑
i

∑
ji < j

βijxixj +
∑
i

∑
j

∑
ki < j <k

βijkxixjxk

+ β12345x1x2x3x4x5 + ε,

where Y is the EDAS score, β0 is the overall mean response or intercept co-
efficient, βi is the main or first-order effect of factor i, βij is the two-factor
interaction between factors i and j with i 6= j, βijk is the three-factor inter-
action between factors i, j and k with i 6= j 6= k, and β12345 is the five-factor
interaction between all the factors.

Now, based on the data in Table 3 and using Eq. (4.1), the coefficients β are
determined using a MINITAB (R15) software package, as given in Table 4. The
calculated EDAS scores are also analysed by the analysis of variance (ANOVA)
procedure. The ANOVA results, as exhibited in Table 5, provide a summary
of the main effects and interactions between various factors. In Table 4, the
p-values determine which of the effects in the regression model are statistically
significant. If the p-value is less than or equal to 0.05, it can be concluded that the
effect is significant; otherwise, it is not significant. The ‘term’ column in Table 5
represents the main effects, and all the two-way and three-way interactions. The
‘effect’ column displays the relative strength of the effects of the terms. The β
coefficients and their standard errors (SE) are shown in the third and fourth
column respectively. The last two columns provide the corresponding t- and
p-values. In Table 4, the rows of all the significant factors (p ≤ 0.05) are shown
in boldface. The p-values in Table 4 thus lead to the following conclusions:

a) all the main factors, i.e., CH, SH, SFL, BFL, and UTS (p = 0) are statis-
tically significant;

b) SH, SFL, BFL, and UTS are the positive contributors, whereas CH con-
tributes negatively to estimating the EDAS score;

c) among the two-way interactions, CH×SH (p = 0.026) is statistically sig-
nificant, while others are not, and

d) the three-way interactions are not at all statistically significant.
Thus, the developed polynomial regression meta-model for determining the

performance score of the alternative materials in terms of the EDAS score can
be expressed as follows:

(4.2) Y = 0.29765− 0.05031 · CH + 0.04024 · SH + 0.06100 · SFL

+ 0.08039 · BFL + 0.06554 ·UTS + 0.02226 · CH · SH.
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Table 4. Estimated effects and coefficients for the gear material selection problem.

Term Effect Coefficient SE of coefficient t-value p-value

Constant 0.29765 0.009865 30.17 0.000

CH −0.10062 −0.05031 0.009865 −5.10 0.000

SH 0.08048 0.04024 0.009865 4.08 0.000

SFL 0.12199 0.06100 0.009865 6.18 0.000

BFL 0.16078 0.08039 0.009865 8.15 0.000

UTS 0.13108 0.06554 0.009865 6.64 0.000

CH · SH 0.04451 0.02226 0.009865 2.26 0.026

CH · SFL 0.01692 0.00846 0.009865 0.86 0.393

CH · BFL −0.01303 −0.00651 0.009865 −0.66 0.510

CH · UTS −0.01624 −0.00812 0.009865 −0.82 0.412

SH · SFL −0.01031 −0.00515 0.009865 −0.52 0.602

SH · BFL 0.00731 0.00366 0.009865 0.37 0.711

SH · UTS −0.01684 −0.00842 0.009865 −0.85 0.395

SFL · BFL −0.02966 −0.01483 0.009865 −1.50 0.135

SFL · UTS −0.01075 −0.00538 0.009865 −0.54 0.587

BFL · UTS −0.01417 −0.00709 0.009865 −0.72 0.474

CH · SH · SFL 0.03889 0.01944 0.009865 1.97 0.051

CH · SH · BFL −0.02367 −0.01183 0.009865 −1.20 0.233

CH · SH · UTS 0.02006 0.01003 0.009865 1.02 0.311

CH · SFL · BFL 0.03087 0.01543 0.009865 1.56 0.120

CH · SFL · UTS −0.03769 −0.01884 0.009865 −1.91 0.058

CH · BFL · UTS 0.01666 0.00833 0.009865 0.84 0.400

SH · SFL · BFL −0.00030 −0.00015 0.009865 −0.02 0.988

SH · SFL · UTS −0.02594 −0.01297 0.009865 −1.31 0.191

SH · BFL · UTS 0.00335 0.00167 0.009865 0.17 0.866

SFL · BFL · UTS −0.00556 −0.00278 0.009865 −0.28 0.778

CH · SH · SFL · BFL −0.01925 −0.00962 0.009865 −0.98 0.331

CH · SH · SFL · UTS −0.00384 −0.00192 0.009865 −0.19 0.846

CH · SH · BFL · UTS −0.01971 −0.00986 0.009865 −1.00 0.320

CH · SFL · BFL · UTS 0.01081 0.00541 0.009865 0.55 0.585

SH · SFL · BFL · UTS 0.01290 0.00645 0.009865 0.65 0.514

CH · SH · SFL · BFL · UTS −0.01216 −0.00608 0.009865 −0.62 0.539

In the ANOVA results in Table 5, as the p-values for the main effects and
only one two-way interaction are smaller than 0.05, they become the significant
factors. In this table, R is the correlation between the predicted values and the
observed values of EDAS score, and R2 is the square of this coefficient which



DEVELOPMENT OF A HYBRID META-MODEL. . . 201

Table 5. Analysis of variance results for the EDAS scores.

Source Degrees of freedom Adj SS Adj MS F -value p-value

Main effects 5 2.9806 0.5961 38.29 0.000

2-way interactions 10 0.1736 0.0173 1.12 0.356

3-way interactions 10 0.2336 0.0233 1.50 0.146

4-way interactions 5 0.0422 0.00845 0.54 0.743

5-way interactions 1 0.0059 0.0059 0.38 0.539

Error 128 1.9929

Total 159 5.4290

S = 0.1247, R2 = 63.29%, R2 (adj) = 54.40%

S = 48.4711, R2 = 76.93%, R2 (adj) = 71.34%

indicates the percentage of variation explained by the developed regression line
out of the total variation. This value may tend to increase when additional
predictors are included in the model.

Thus, a higher R2 value may be artificially obtained by increasing the number
of terms in the model. To penalise this effect, R2(adj) is considered, which is the
percentage of response variable variation that is explained by its relationship
with one or more predictor variables, adjusted for the number of predictors in
the model. It indicates how well terms fit a regression model and adjusts for
the number of terms in the model. If more and more useless variables are added
to the model, then the R2(adj) value will decrease. If more useful variables are
added to the model, the R2(adj) value will increase. The adjusted R2 is always
less than or equal to the R2 value. From Table 5, it can be concluded that
54.40% of the variation in the dependant variable Y (EDAS score) is explained
by the variation of the independent variables in this regression meta-model, and
it is appropriate to satisfy the model.

Step 4. Validation of the developed meta-model.

To assure the validity of the developed meta-model, the decision matrix of
the original gear material selection from Table 1 is considered here. Table 6
provides the normalised EDAS scores based on the meta-model and the corre-
sponding rank orderings for nine gear materials along with the ranking preorder
as obtained by Milani et al. [35] using the TOPSIS method and the EXPROM2
method as proposed by Chatterjee and Chakraborty [8]. In all these meth-
ods, carburised steel (A7) and Nitride steel (A8) obtained the top two ranks,
and cast iron (A1) obtained the last rank respectively. This table also exhibits
a substantial agreement between the intermediate rankings of the candidate ma-
terials. Very high Spearman’s rank correlation coefficient (0.9833 between the
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Table 6. Comparison of the ranking results for the gear material selection problem.

Sl. No. EDAS-based meta models score Rank TOPSIS [35] EXPROM2 [8]

1. 0.3108 9 9 9

2. 0.3348 8 8 8

3. 0.3348 7 6 6

4. 0.3359 5 5 5

5. 0.3528 4 4 4

6. 0.3911 3 3 3

7. 0.4239 1 1 1

8. 0.3933 2 2 2

9. 0.3356 6 7 7

meta-model, TOPSIS and EXPROM2 methods) validates the application of this
mathematical meta-model for determining the performance scores of materials
to aid the manufacturing industries.

4.2. Example 2: material selection for an automobile bumper

A material selection problem for an automobile bumper is now considered
here [36] to further illustrate the application of the proposed DOE-EDAS method.
A bumper is a construction integrated with the front and rear ends of an au-
tomobile to absorb impact in a minor collision which ideally minimises repair
costs. The selection of bumper material is extremely important as the improper
bumper material selection leads to damage of critical components such as radi-
ator cap, fan, engine manifold, etc. The mechanical properties playing critical
roles in the bumper material selection are compressive yield strength (CYS),
flexural modulus (FM), hardness (H), the Charpy impact strength (CIS), elon-
gation (E) and cost (C) as identified by Ilangkumaran et al. [36]. Thus, the
decision matrix for this bumper material selection problem consists of five ma-
terials: polyethylene (A1), polypropylene (A2), acrylonitrile butadiene styrene
(A3), polyamide (A4) and polystyrene (A5) and six criteria, as shown in Table 7.
For the given problem, CYS, FM, H, and CIS are the benefitial attributes, and
E and C of the material are the non-beneficial attributes. Ilangkumaran et al.
[36] used the fuzzy AHP method to determine the normalised criteria weights
as WCYS = 0.154, wFM = 0.200, wH = 0.155, wCIS = 0.282, wE = 0.115,
wC = 0.132 and applied the PROMETHEE-GAIA method to derive the rank-
ing of the considered alternatives as A4 > A3 > A2 > A5 > A5 indicating
polyamide (A4) as the best material and polystyrene (A5) as the worst material
for the considered problem.
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Table 7. Decision matrix for the automobile bumper material selection problem [36].

Material CYS FM H CIS E C

Polyethylene (A1) 20 700 92 1.00 500 78

Polypropylene (A2) 40 1500 92 1.00 100 84

Acrylonitrile butadiene styrene (A3) 65 2500 105 2.18 30 114

Polyamide (A4) 130 3100 93 3.00 50 153

Polystyrene (A5) 70 2500 90 0.60 7 1300

When the DOE-EDAS method is used, a six-factor polynomial regression
equation (Eq. (4.3)) is developed for this problem as expressed below:

(4.3) Y = 0.3641− 0.1008 · E− 0.0963 · C + 0.0548 · CYS

+ 0.0398 · FM + 0.0250 ·H + 0.0186 · CIS.

The ANOVA results are presented in Table 8. The ranking results of the
DOE-EDAS method are compared with the ones obtained by Ilangkumaran
et al. [36] given in Table 9. These results show that the rankings are exactly
the same as those using different methods with a Spearman’s rank correlation
coefficient of 1, which leads to the conclusion that the DOE-EDAS model can
be used to determine the ranking preorder of materials in a systematic and
effective manner. Hence, mapping diverse material selection examples to the

Table 8. Analysis of variance results for the EDAS scores.

Source Degrees of freedom Adj SS Adj MS F -value p-value

Main effects 6 3.99800 0.6663 48.54 0.000

2-way interactions 15 0.19900 0.0132 0.97 0.494

3-way interactions 10 0.14466 0.0144 1.05 0.403

Total 159 1.75711

S = 0.1171, R2 = 71.19%, R2 (adj) = 64.21%

Table 9. Ranking results for the automobile bumper material selection problem.

Material DOE-EDAS meta model score Rank PROMETHEE rank [36]

A1 0.2878 5 5

A2 0.3789 3 3

A3 0.4136 2 2

A4 0.4353 1 1

A5 0.3241 4 4
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meta-model is not at all troublesome. A comparative analysis of quantitative
characteristics between the proposed hybrid DOE-EDAS model and some well-
established MCDM methods is presented in Table 10.

Table 10. Ranking results for the problem of automobile bumper material selection.

Method Methodological
aspect

Computation
time

Simplicity Transparency Flexibility Output

TOPSIS Rank-problem
statement

Low Critical Reasonable Moderate Total
pre-order

EXPROM2 Rank-problem
statement

Moderate Very
simple

Good High Total
pre-order

OCRA Rank-problem
statement

Low Very
simple

Low High Total
pre-order

EVAMIX Rank-problem
statement

High Critical Reasonable Moderate Total
pre-order

COPRAS Rank-problem
statement

Low Very
simple

Good High Total
pre-order

DOE-EDAS
hybrid model

Criteria
interaction and
rank-problem

statement

Low Very
simple

Good High Total
pre-order

However, an acceptable and convenient model can be achieved if other ma-
terial selection properties are also included in the developed EDAS-based meta-
model. Thus, the main focus should not lie on the selection of the most appro-
priate method to be adopted, but on proper structuring of the decision problem
considering relevant criteria and candidate alternatives while identifying the
most appropriate choice.

5. Conclusions

This paper presents a new DOE-EDAS-based meta-model for materials se-
lection problems from a set of candidate alternatives in the manufacturing envi-
ronment. This combined application is based on a straightforward experimental
design analysis which involves the least amount of mathematical calculations.
The developed meta-models tender the interrelationships that exist between
the measured EDAS scores and the considered material properties. DOE and
EDAS methods are used jointly to identify critical criteria and their interactions
by fitting a polynomial to the experimental data in a multiple linear regression
analysis. Two real-time material selection examples are considered to demon-
strate the application competence and suitability of the proposed model. In
the first case study of gear material selection, it is observed that for selection of
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the gear materials, the following are contributing factors: optimal core hardness,
surface hardness, surface fatigue limit, bending fatigue limit and ultimate tensile
strength, and there is only one two-way interaction which is statistically signifi-
cant. However, no three-way interaction is statistically significant. Similarly, in
the second example, all the considered automobile bumper material properties,
like compressive yield strength, flexural modulus, hardness, the Charpy impact
strength, elongation, and cost are statistically significant, and there is no statis-
tically significant two-way or three-way interaction between them. The results
of the DOE-EDAS method almost substantiate with those derived by the past
researchers, which signifies that the DOE-EDAS method is an uncomplicated
and efficient approach as compared to other well-established material selection
methods such as AHP, VIKOR, PROMETHEE, TOPSIS, ELECTRE, etc, as
most of these techniques either require very lengthy computations involving
pair-wise comparisons or they need some preferential parameters to be defined,
which may be very complicated for the decision makers in practical situations.
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12. Çalişkan H., Kurşuncu B., Kurbanoğlu C., Güven S.Y., Material selection
for the tool holder working under hard milling conditions using different multi
criteria decision making methods, Materials & Design, 45: 473–479, 2013, doi:
10.1016/j.matdes.2012.09.042.

13. Prasad K., Chakraborty S., A quality function deployment-based model for materials
selection, Materials & Design, 49: 525–535, 2013, doi: 10.1016/j.matdes.2013.01.035.

14. Ilangkumaran M., Avenash A., Balakrishnan V., Kumar S.B., Raja M.B.,
Material selection using hybrid MCDM approach for automobile bumper, Interna-
tional Journal of Industrial and Systems Engineering, 14(1): 20–39, 2013, doi:
10.1504/IJISE.2013.052919.

15. Giorgetti A., Cavallini C., Citti P., Nicolaie F., Integral aided method for mate-
rial selection based on quality function deployment and comprehensive VIKOR algorithm,
Materials & Design, 47: 27–34, 2013, doi: 10.1016/j.matdes.2012.12.009.

16. Maity S.R., Chakraborty S., Grinding wheel abrasive material selection using fuzzy
TOPSIS method, Materials and Manufacturing Processes, 28(4): 408–417, 2013, doi:
10.1080/10426914.2012.700159.

17. Chatterjee P., Chakraborty S., Gear material selection using complex proportional
assessment and additive ratio assessment-based approaches: a comparative study, In-
ternational Journal of Materials Science and Engineering, 1(2): 104–111, 2013, doi:
10.12720/ijmse.1.2.104-111.

18. Karande P., Gauri S.K., Chakraborty S., Applications of utility concept and de-
sirability function for materials selection, Materials & Design, 45: 349–358, 2013, doi:
10.1016/j.matdes.2012.08.067.

19. Anojkumar L., Ilangkumaran M., Sasirekha V., Comparative analysis of MCDM
methods for pipe material selection in sugar industry, Expert Systems with Applications:
An International Journal, 41(6): 2964–2980, 2014, doi: 10.1016/j.eswa.2013.10.028.

20. Darji V.P., Rao R.V., Intelligent multi criteria decision making methods for mate-
rial selection in sugar industry, Procedia Materials Science, 5: 2585–2594, 2014, doi:
10.1016/j.mspro.2014.07.519.

21. Yazdani M., Payam A.F., A comparative study on material selection of microelectrome-
chanical systems electrostatic actuators using Ashby, VIKOR and TOPSIS, Materials
& Design, 65: 328–334, 2015, doi: 10.1016/j.matdes.2014.09.004.

22. Anojkumar L., Ilangkumaran M., Vignesh M., A decision making methodol-
ogy for material selection in sugar industry using hybrid MCDM techniques, Inter-
national Journal of Materials and Product Technology, 51(2): 102–126, 2015, doi:
10.1504/IJMPT.2015.071770.

23. Xue Y.X., You J.X., Lai X.D., Liu H.C., An interval-valued intuitionistic fuzzy
MABAC approach for material selection with incomplete weight information, Applied Soft
Computing, 38: 703–713, 2016, doi: 10.1016/j.asoc.2015.10.010.



DEVELOPMENT OF A HYBRID META-MODEL. . . 207

24. Chandrasekar V.S., Raja K., Material selection for automobile torsion bar using fuzzy
TOPSIS tool, International Journal of Advanced Engineering Technology, 7(2): 343–349,
2016.

25. Zhao R., Su H., Chen X., Yu Y., (Wang B., Zhang N., Rosen M.A. – [Eds.]), Com-
mercially available materials selection in sustainable design: an integrated multi-attribute
decision making approach, Sustainability, 8(1): 1–15, 2016.

26. Singh T., Patnaik A., Chauhan R., Chauhan P., Selection of brake friction materials
using hybrid analytical hierarchy process and Vise Kriterijumska Optimizacija I Kompro-
misno Resenje approach, Polymer Composites, 2016, doi: 10.1002/pc.24113.

27. Mousavi-Nasab S.H., Sotoudeh-Anvai A., A comprehensive MCDM-based approach
using TOPSIS, COPRAS and DEA as an auxiliary tool for material selection problems,
Materials & Design, 121: 237–253, 2017, doi: 10.1016/j.matdes.2017.02.041.

28. Chatterjee P., Mondal S., Boral S., Banerjee A., Chakraborty S., A novel
hybrid method for non-traditional machining process selection using factor relationship
and multi-attribute border approximation method, Facta Universitatis, Series: Mechanical
Engineering, 15(3): 439–456, 2017, doi.org/10.22190/FUME170508024C.

29. Montgomery D., Design and Analysis of Experiments, John Wiley & Sons, New York,
USA, 1997.
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