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The article contains a literature review, experimental results, and a Finite Element Model
(FEM) composition. Orthogonal turning tests were executed in the range of cutting speeds
and feed rate, after every test chip was collected.
Further investigation was done using FE model validation and experimentation, which uses

results of the experimental zone in which the built-up edge did not form and the cutting itself
is of even plastic deformation.
The essence of this research is that the adequacy of the composed FE model to the real

physical process should conform not only to the evaluation of cutting forces, but also to the
evaluation of chip form, that is, segmentation frequency.
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1. Introduction

Material removal by cutting remains one of the most common technological
processes for producing complex and high-precision components (taking into ac-
count the coefficient of component complexity [1]). Research of cutting processes
may be subdivided into the following fields: tribology, cutting tools and coatings,
environment-friendly machining, vibration phenomena in cutting, machinability,
process optimization, component quality, mechatronic problems, improvement
of process efficiency, and diagnostics and computer systems [2].
The aforementioned classification demonstrates the multitude of mutually

interrelated research fields that are important in studying different cutting pro-
cesses. The machining research community is particularly interested in the chip
formation processes, which deals with material deformation during cutting, in-
cluding the influence of deformable material on the tool. Cutting forces, temper-
ature, tool wear, friction between tool and chip, machining power, and surface
quality are all dependent on chip formation [3]. These physical effects are studied
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by means of numerical methods. Mathematical modeling of the associated tech-
nological processes involves such important procedures as task description and
verification of numerical solution against experimental values obtained during
investigation of actual physical processes.
Modeling of cutting processes is predominantly performed by means of sim-

plified approaches, which have been already employed by Tresca and Malock
in their initial research works [1]. One group of researchers has used of finite
element procedures for studying the influence of the cutting edge on the cutting
process [4–7]. Meanwhile, another group of scientists has focused on investi-
gation of the chip formation mechanism with consideration of aspects of tool
durability [8–10]. These studies require physically validated finite element mod-
els, which are commonly verified by using experimentally determined cutting
forces; though, there is an increasing trend to pay more research attention to
the geometrical configuration of the removed chip [11]. Author Zhang et al.
[12] proposes an FE model with an improved friction model. Further investiga-
tion [12] presents the impact of cutting speed to the morphology of the cutting
chip. On the other hand, in cases when numerical and experimental results are
compared, the reliability of data used for FEM validation must be ensured too.
A wider scope of investigated parameters and effects in cutting are pro-

moted by increasing the application of explicit numerical schemes during finite
element analysis. Engineering analysis software with implemented explicit ap-
proaches employ more efficient algorithms for solution of contact and other dy-
namic problems, thereby reducing required computational time that is directly
proportional to size of finite elements [13]. Machining with “low” and “high”
cutting velocities leads to increased material deformation rates that may vary
in the range of 103–106 s−1 [9]. Thus, characterization of material flow in these
conditions is a highly sophisticated problem. Some of the researchers use high-
velocity compression and Hopkinson tests for evaluation of material behavior
under large strain rates, while others rely on application of experimental results
of orthogonal turning in conjunction with finite element analysis [14].
This paper presents experimental results that have obtained in a wide range

of cutting velocities with the purpose to avoid formation of built-up edge zones.
This experimental research consisted in measurement of cutting forces and char-
acterization of accumulated chips. The actual material characteristics had es-
tablished by means of tensile testing. For further FE analysis plastic kinematic
material deformation model was suited to model isotropic and kinematic hard-
ening plasticity with option of including rate effects. A finite element model had
developed for investigation of orthogonal cutting process by employing a tool
with a sharp cutting edge. Literature survey indicates that a tool is considered
to have a “sharp” edge when its sharpness value is within the limits of 0–31 µm
[15–17]. A measurement device was used to determine sharpness of tool edge by
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means of method of tangential lines [18, 19]. As it will be reasoned later in this
paper, one parameter for FE model validation is not sufficient.

2. Experimental investigation

2.1. Turning Experiments

The experimental research was performed for the case of orthogonal cut-
ting with the aim of measuring the generated cutting forces and determining
the change of chip form (F = f(Vc), F = f(p)). The experimental setup and
geometrical approach for FE model composition is presented in Fig. 1.

a) b)

c)

Fig. 1. Schematics of orthogonal turning experiment setup: a) cross-sectional workpiece
for FEM (adopted from [20]); b) workpiece dimensions; c) experimental setup.

A special “tube-type” work-piece was fabricated to conduct orthogonal cut-
ting experiments. This type of work-piece is not so commonly used as, for ex-
ample, disks or toothed shafts. However, the main benefit of the “tube–type”
work-piece is that its diameter remains unmodified during orthogonal cutting.
The experiments were carried out by using carbide tool T5K10 (85% WC,

6% TiC, 9% Co), which rake and clearance angles are respectively equal to
γ = 0◦, α = 20◦. The tool was mounted into a special holder, with strain-gauge
dynamometer mounted underneath, thereby enabling measuring of tangential
(FT ) and radial (FR) cutting force components. Dynamometer signals were am-
plified and subsequently processed by means of Picolog software.
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Generated chips were collected after each test sequence (each experiment
was repeated 3 times) when the workpiece was machined in the range of cutting
velocities of 0.42–3.6 m/s and feed rate (or so-called depth of cut, which is the
particularity of orthogonal turning process) p = 0.05÷0.1 mm/rot.
Figure 2a provides the distribution of measured cutting forces, which vari-

ation character indicates specific physical phenomena. The presented relation-
ships reveal three distinct zones:
1 – zone of low cutting velocities (up to 0.72 m/s), which was characterized
by force increase or decrease due to discontinuous formation of chips as
well as plastic irregularities.

2 – zone of velocities from 0.72 m/s (250 rot/min) till 1.81 m/s (630 rot/min),
which was not an optimal cutting condition from the technological point
of view because of rapid increase of cutting forces. Figure 2a indicates that
maximal values of the tangential force depends on the feed rate, i.e. under
lower feed value, maximal tangential force is reached under larger cutting
velocities and vice versa.

3 – zone of velocities up from 1.88 m/s (in these particular experimental study),
which was characterized by continuous plastic deformation (without for-
mation of built-up edge) and settled/decreasing cutting forces.

a)

b)

Fig. 2. Cutting forces distribution, assuming cutting speed and cutting feed
rate: a) all performed orthogonal tests results; b) measured forces from test:

0.05 mm/rot and 2.88 m/s.
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After the cutting experiments, the microsections were prepared and used to
determine chip thickness and segmentation frequency. Experimental results that
are characteristic to the 3rd zone were subsequently applied for finite element
modeling. The chips form of the so-called 3rd zone of cutting was estimated. Ac-
cording to results, presented in Fig. 2a the cutting conditions (Vc = 2.88 m/s,
p = 0.05 mm/rot) were taken for future FE modeling. Figure 3 presents chip
form change according to cutting depth. In order to take the pictures, a Nikon
Eclipse LV150 microscope was used equipped with an Infinity 1 camera con-
nected to a computer.

a) b)

Fig. 3. Chips from 3rd cutting zone according to cutting speed and cutting feed:
a) Vc = 2.88 m/s, p = 0.05 mm/rot; b) Vc = 2.88 m/s, p = 0.1 mm/rot.

To determine the chip segmentation frequency the geometric parameters, as
the width of repeated segments were measured. Assuming the shape of chip for
cutting speed in the 3rd zone it was defined, that segmentation frequency was
about 6.1 kHz and 6.7 kHz respectively for feed 0.05 mm/rot and 0.1 mm/rot.

2.2. Determination of mechanical properties of material

Actual mechanical properties of 35-grade steel (0.32–0.4% C) were deter-
mined by tensile testing in order to obtain reliable input data for the developed
FE model. During each test the average results of the thickness and load were
obtained and approximated to determine the real characteristics of the materi-
als. Figure 4 presents the dependence of the real tension to the deformation.
The material strengthening effect is determined by the material hardness [21].

Rockwell hardness testing yielded the value of 35 HRC for the tested steel ma-
terial. It is known that cutting of steels of such or similar hardness under both
low and high velocities results in formation of continuous chip (when the feed
rate is small) [22].
Table 1 provides the determined mechanical properties of 35 grade steel,

which were applied for construction of deformation law of the material in the
finite element model.
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a)

b)

Fig. 4. The dependence of the real stress to the deformation: a) dependence between the
stresses and deformation during the testing; b) schematized dependence between the stresses

and deformation.

Table 1. Material properties of 35 grade steel.

Characteristics
Defined by Used in FEM
Tensile Test Cowper–Symonds law

Density [kg/m3] 7800 +

Young modulus [GPa] 200 +

Poisson index [–] 0.29 +

Yield stress [MPa] 663 +

Strength limit [MPa] 698 –

Failure strain [–] 0.72 +

Tangential modulus [MPa] 582.6 +

Hardening index [–] 0.169 –

Cowper–Symonds constants C [s−1]; P [–] – 220; 5

Kinematic–isotropic material hardening constants [–] – 0–1
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3. Numerical simulation of orthogonal turning process

3.1. Description of the numerical model

LS-DYNA/Explicit FE code was employed for modeling purposes. For 3D
modeling and nonlinear dynamic simulations a solid element SOLID164 was
used, which consists of 8 nodes with three degrees of freedom at each node in
X, Y , Z directions. Both coarse and fine meshing was used in the FE model
depending on deformation intensity in the considered zone. The number of finite
elements was appropriately reduced by diminishing the size of the FE elements
only in the area of contact interaction, which usually requires an extremely
fine mesh resulting in huge computational efforts. Figure 5 presents the devel-
oped FE model that was divided into several zones, which was accomplished by
means of commands lesize, nmrgall of Ansys that was used as a pre-processor
environment in this research work. Parameters of the model are as follows: rake
angle γ = 0◦, clearance angle α = 20◦, edge sharpness r = 13 µm, cutting depth
p = 0.05 mm. From the results presented in Fig. 5 it was found that the mesh
density (8 elements per layer to cut – depth of cut) is sufficient for the accuracy

a) b)

c)

Fig. 5. Finite element model: a) full FE model; b) FE model in detail; c) definition
of mesh size (test without dynamic characteristic).
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according to mesh size. Finally, for time cost saving and the need of small time
step the area to remove was diminished to 0.05×0.05 mm (workpiece: 28980
elements). Boundary conditions of the FE model were as follows. The workpiece
was constrained in all six DOFs. Load of type U = f(t) was imposed on the tool
with the purpose to simulate cutting motion with respect to cutting velocity.
Numerical FE model of cutting process was formed evaluating contact between
interacting bodies (deformable body – rigid body). In LS-DYNA package contact
interaction between two bodies was formulated using “master–slave” methodol-
ogy and penalty method. The friction in the contact, in LS-DYNA package, is
expressed in the following way [23]:

(3.1) f = fs + (fs − fd)e
−DC|Vrel|,

here fd – dynamic coefficient of friction; fs – static coefficient of friction; DC –
exponential decay coefficient; Vrel – relative velocity.
A literature survey [24–27] indicates that in the case of our cutting experi-

ments (p = 0.05 mm, Vc = 2.88 m/s) the coefficient of friction may vary in the
range of µ = 0.43÷0.72. A value of 0.5 was used for determination of dynamic
constants.
The problem as cutting process simulation is classified as high velocity

contact–impact interaction problem. So, elastic–plastic material model with
kinematic–isotropic hardening was chosen. The strain rate is accounted for by
using the Cowper and Symonds model which scales the yield stress by strain
rate dependent factor [23]:

(3.2) σY =

[
1 +

(
ε̇

C

)1/P
] (
σY 0 + βEP ε

P
eff

)
,

where σY , σY 0 – yield stress limits of the material defined with and without the
influence of strain rate ε̇; P and C are user defined input constants.
The current radius of the yield surface σY is the sum of the initial yield

strength σY 0, plus the growth βEP ε
P
eff , where EP is the plastic hardening mod-

ulus:

(3.3) EP =
EtE

E − Et
,

where Et – tangential modulus (MPa), εPeff – effective plastic strain, β – constant,
defining kinematic (β = 0), isotropic (β = 1) or kinematic–isotropic hardening
(0 < β < 1).
On the basis of Eq. (3.2), it is clear that the static and dynamic yield stress

ratio depends on deformation speed. Values P and C in relation (3.2) and the
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kind of hardening hypothesis (kinematical, isotropic or the combination of two)
can be assumed as parameters the values of which need to be determined in order
to achieve the adequacy of simulation results to reality [28]. Tangent modulus
needed for the simulation was defined by tensile tests. All material parameters
defined by tensile test and parameters used in material model are listed in
Table 1.
Time step size control measures can be regarded as common practice in

explicit dynamics calculation where very large strains [9] are expected. They
can be interpreted as a “safety catch”, activated in order to cope with the
elements that lose their physical meaning because of excessive straining [28].
During impact–contact simulation the elements of the material to remove (the
chip) are highly deformed and require to decrease the time integration step.
The time integration step in explicit integration techniques cannot be greater
than the least time duration during which the elastic longitudinal wave passes
the smallest element of the structure [28]. As the simulation goes on, the time
step tends to become shorter and solution may never end. So, in the presented
work, a time step size control technique implemented in LS-DYNA was used as
deletion of solid elements too degenerated. The material failure criterion was set
as failure strain.
At the initial stage of simulations deformation rate was ignored. Dynamic

constants C and P of Cowper–Symonds function were not used during model-
ing of orthogonal cutting process. Chip separation constitutes one of the most
important parts of chip removal process. At the initial stage, the failure strain
was set to 0.8 (similar to the static value obtained from tensile tests). Some re-
searchers claim that the magnitude of the fracture deformation does not affect
simulation results [8]. It was demonstrated that when neglecting deformation
rate (i.e. without artificial enlarging of yield limit), the maximal achieved value
of cutting force is equal to 170 N, which is 3.4 times smaller that the experi-
mental value.
Thus, taking into consideration that in the course of cutting process the

material was subjected both to temperature effect and influences arising from
high deformation rate, the actual failure strain value maybe be 1.16–1.75 times
larger than its static equivalent [29]. Finally, the set of simulations with different
failure strain (0.8; 1.0; 1.2; 1.4) were performed. Figures 6a and 6b presents
the FE modeling results, assuming failure strain at the initial stage of chip
formation.
It was defined, that failure strain influence the shape of chip in the initial

cutting stage, the distribution of strain, shear localization and distribution (ac-
cording to 1st and 2nd shear in cutting zone) and finally cutting force. Failure
strain non influences shear formation (this is the case study with 0 rake an-
gle).
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a) b)

c)

Fig. 6. Chip formation: a) fst=1.0, t = 0.025 ms; b) fst = 1.4, t = 0.025 ms.

Figure 6c presents the cutting force variation according to Cowper–Symonds
constants and material hardening coefficients (C = 220 s−1, P = 5 and C =
940 s−1, P = 3.5; fst = 0.8). The choice of the type of hardening law may influ-
ence the results dramatically. Both series of simulations the combination with
hardening coefficient which corresponds correctly (2.1%) with experimental re-
sults (Ft = 572 N), when using kinematic hardening with constants C = 940 s−1,
P = 3.5. The same results are achieved using kinematic–isotropic hardening
(β = 0.8) with constants C = 220 s−1, P = 5. Consequently, it is here that
another precision of chip formation is needed. The chip form, specifically the
chip segmentation frequency, is defined from chip geometrical elements and was
introduced to the precise FE model.
According to the authors [28], the choice of dynamic constants can not be

an “accidental mix”; and here the ambiguity is possible while selecting Cowper–
Symonds (C and P ) constants. Both of them belong to Cowper–Symonds yield
limit scaling model and to some extent are able to compensate each other [28].
For that reason as presented in Fig. 6c more attention is paid to FE model
adjustment. It is suggested to check not only one experiment output parameter
with numerical results. Figure 7 presents modelling results with extreme material
hardening constants.
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a) b)

Fig. 7. Chip formation, according to material kinematic and isotropic hardening: a) chip
formation with kinematic hardening: continuous chip with formed segments (C = 220 s−1,
P = 5, β = 0, fst = 1.4), Ft calc = 529 N (7.6% less experimental value); b) chip formation
with isotropic hardening: failure of chip (C = 220 s−1, P = 5, β = 1, fst = 1.4),

Ft calc = 640 N (11.8% more experimental value).

Performed orthogonal turning simulations in the rage of material kinematic,
kinematic–isotropic, isotropic hardening presented chip formation from contin-
uous segmented (or laminar) to chip failure. Idem, cutting force increase going
to use kinematic–isotropic and isotropic hardening (Fig. 6c).
Finally, it was tested the set of Cowper–Symonds constants and material

hardening constant which matches up to experimental results. Figure 8 presents
the results of simulation with material constants: C = 940 s−1, P = 3.5 (β = 0)
and C = 220 s−1, P = 5 (β = 0.8) and fst = 1.4.
As it is presented in Fig. 8a kinematic hardening perform much more reg-

ular chip comparing with isotropic material hardening. However, some authors
[28], using Cowper–Symonds material behavior law in ballistics proposes to use
isotropic hardening if thermal phenomenon appears. The main application of the
developed FE model can be the field of high-speed machining (HSM) processes.
Because, only 17% of primary heat zone flows into the workpiece [30].
As it was demonstrated the material behavior law, assuming constants, defin-

ing deformation rate can’t be used only by validation numerical model with only
on numerical model output parameter. However, chip form, especially chip seg-
mentation frequency was chosen to validate FE model. It was defined finally,
that performed FE model with failure strain 1.4 (kinematic or isotropic hard-
ening) does not match the segmentation frequency of chip (with a difference of
least four times). Though it was stated, what Cowper–Symonds material be-
havior law with kinematic hardening numerically generate perfectly continuous



260 V. GYLIENE, V. OSTASEVICIUS

a)

b)

Fig. 8. Chip formation, according to material kinematic and isotropic hardening: a) chip
formation with kinematic hardening: continuous chip (C = 940 s−1, P = 3.5, β = 0,
fst = 1.4), Ft calc = 588 N (+2.7% experimental value); b) chip formation with kinematic-
isotropic hardening: (C = 220 s−1, P = 5, β = 1, fst = 1.4), Ft calc = 644 N (+12%

experimental value).

chip. Thus, there it can be stated that the best application of composed FE
numerical model can be the generated chip load on cutting tool.

4. Conclusions and perspectives

The large experimental area of turning tests provided the experimental case
(uniform plastic deformation, no built-up formation, no resonance phenomenon)
for FE modelling of orthogonal cutting process. The analysis presented showed
the ambiguity of the use of Cowper–Symonds material behavior law in modelling
of cutting process.
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First, both isotropic and kinematic material hardening presents “desirable”
numerical results, according to the cutting force. Secondly, the final adjustment
of numerical model of the cutting process can be done only by checking the chip
form generation.
There it can be stated that the best application of composed FE numerical

model can be the generated chip load on cutting tool.
Assuming chip form for further FE modelling elastic–plastic material model

with kinematic (or kinematic–isotropic) hardening should be proposed.
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